Development of Note-Taking Support System with Speech Interface
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Abstract—This paper describes a note-taking support system with a speech interface. To solve problems with existing note-taking methods, we implemented a speech interface consisting of a combination of a touch panel and graphical user interface in a note-taking support system. As a system user listens to a speech, the content of the speech is recognized and displayed on the system’s screen. Users can take notes by simply touching or tracing the words automatically displayed on the screen. In addition, the system can support keyboard and handwritten input to cope with speech recognition errors. The developed system was experimentally compared with another note-taking method, a text editor on a personal computer. Most of the subjects could take a note more quickly using the system than using the text editor. The effectiveness of the system was demonstrated in the experiment.

I. INTRODUCTION

We often take notes while listening to a speech or a talk when we attend a lecture or meeting. We usually write a note on a scratch paper or take a note using a text editor on a personal computer (PC) using a keyboard. In addition, we usually record a speech for later access to the entire speech.

These memo tools have both advantages and disadvantages. For example, to take a handwritten note on a paper, we need only a pen and a paper, so it is easy to take a note anywhere. Therefore, most people like making handwritten notes on paper. However, it takes time to write a long or complex phrase, and people may miss hearing something important because they focus too much on writing. On the other hand, note-taking using a PC’s keyboard may be a good method for people who are familiar with computers. However, it is inappropriate for the computer-illiterate.

An automatic transcription system for meetings that uses automatic speech recognition (ASR) technology was recently developed [1]. And, a note-taking system for classroom lectures at universities has also developed [2]. In addition, note-taking systems, which can work at Android mobile devices, with a speech interface are released. They are automatic note-taking systems and can automatically record the transcription of a speech without any human effort. However, the transcription is not readable if it contains many errors.

Kurihara et al. [3] reported a speech pen that can be used to make handwritten notes on electronic paper. This system estimates characters using handwritten character recognition and ASR technology and provides character candidates to a user. It focuses on reducing the user’s burden; however, recognition errors interrupt the note-taking operation.

Therefore, we have developed a note-taking support system with a speech recognition interface called the Kikimimi interface [4]. The Kikimimi interface always captures a speech and recognizes it. This reduces a user’s work load of the note-taking operation.

The system has the following three main features:
1) users can reduce the time and work required for note-taking,
2) the system has a user-friendly interface for the computer-illiterate, and
3) speech recognition errors do not dramatically affect the work required for note-taking.

To evaluate the effectiveness of our system, we performed an experiment regarding note-taking and asked subjects to answer a questionnaire. The experimental results showed that our system was useful for note-taking work.

II. NOTE-TAKING SUPPORT SYSTEM

A. System outline

Figures 1 and 2 show the processing flow and a screenshot of our note-taking system, respectively. As a user on the system listens to a speech, the speech is automatically recognized by ASR. The word sequences generated by the ASR system are filtered by rules and displayed on the screen. The user can take a note by simply touching or tracing the words on the screen. Therefore, handwriting and pushing keyboard buttons are unnecessary. The speech is also recorded in the system, and the locations of recognized words in the speech are identified by using word-to-speech alignment information produced by the ASR. Therefore, users can easily play the speech from a chosen point. It is not necessary to listen to the entire speech when the user looks up a note.

B. Speech interface

Our note-taking support system has a speech interface. This speech interface always captures a speech that a user hears and takes notes, and performs speech recognition on it.

The recognized words are displayed on the screen. The user can take a note by simply touching or tracing the relevant words with his/her finger. Therefore, this reduces the burden on the user when he/she takes a note while hearing the speech.
However, this system depends on the speech recognition performance. If the words that the user wants to take note are not correctly recognized, the user cannot note them. Speech recognition errors are unavoidable. Therefore, it is undesirable to completely trust the ASR technology.

The key concept of our system is to use the ASR as an accessory function. The ASR helps system users to take notes, but it must disturb their work as little as possible. If the words that the user wants to note are not correctly recognized, the user does not need to touch or trace the words on the screen. Instead, the user can take a note using a keyboard or handwrite them with an electronic pen. Our concept of using the ASR as an accessory function differs from other systems with speech interface. The usability of the systems depends entirely on an ASR system’s output, and the system’s usability becomes worse if the ASR performs poorly.

A speech is recorded simultaneously with the ASR. Therefore, users can listen to the speech many times. Each noted word has location information that can describe where the word is located in the speech. Therefore, users can easily play the speech beginning at a specified word.

C. Word filtering

Figure 3 shows an example of the process for displaying word candidates from the ASR result.
Out of all of the recognized words that are displayed on the screen, some could not be viewed easily. It may be difficult for users to find the necessary words among all the recognized words, some of which are incorrectly recognized. Therefore, all the recognized words are filtered on the basis of their part-of-speech (POS) information. In POS-based filtering, users can set a POS list containing POS names that they want to filter out.

As shown in Fig. 3, only filtered words are displayed on the screen. In this example, only noun words are extracted from the ASR output.

D. Keyboard and handwritten input

As described in Section II-B, a user can take a note using a (hardware or software) keyboard or handwriting with an electric pen in addition to the ASR. If displayed words on the screen are faultily transcribed by the ASR, the user may input the words using a keyboard or handwriting.

As shown in Fig. 2, users can draw arbitrary-shaped graphics such as arrows on the screen. In addition, users can also write words and circle finger-touched or handwritten words to emphasize them.

In this paper, all the handwritten and keyboard-input words are called objects. If an object is written on the system's screen, it is correlated with the relative time from the beginning of the recorded speech. Therefore, if users touch an object, they can listen to the speech starting from the object-specified time.

E. Note reference

Users can see the notes taken by them while listening to a recorded speech when they want to refer to them. As mentioned in Sections II-B and II-D, users can also play the speech beginning at the time specified by the location time of the word or object the user focuses on. This helps the user to effectively refer to the note and is a very useful function for system users.

All the recognized words from the speech are also stored in the system in addition to the notes taken by the user. This can enable the user to search for a specified word from the recorded speech. When the user enters a word for which he/she wants to search in the search window, the word’s locations are identified if it is correctly recognized.

However, we can never search for words transcribed incorrectly from a speech. Therefore, we are going to develop a search method such as spoken term detection [5], which is robust to speech recognition errors.

III. SYSTEM EVALUATION

To evaluate our system, we performed a multiple-subject experiment in which the effectiveness of note-taking work was evaluated for each subject. In addition, we asked the subjects to answer a questionnaire related to system usability and other characteristics.

A. Experimental setup

The note-taking support system was developed using a Visual C# development environment as an application that runs on a Windows 7 Professional laptop or PC with a touch panel.

In the system, we used a Julius decoder [6], version 4.2, as an ASR system. An acoustic model, the tri-phone-based hidden Markov model with 25-dimensional mel-frequency cepstrum coefficient-based features, was trained from the Corpus of Spontaneous Japanese (CSJ) [7]. A language model, a word-based trigram with a 43k vocabulary, was also trained from transcriptions in the CSJ.

In the experiment, subjects took notes using two note-taking methods: our system and a text editor on a PC with a keyboard as hardware. We compared the effectiveness of the note-taking work using our system with that using the text editor, which is a typical note-taking method.

All the subjects were good at keyboard operation because they were students in the information science course at our university. The number of subjects was 10.

B. Multiple-subject experiment

We prepared two speeches (Speech A and Speech B), and the 10 subjects took notes while hearing these speeches using one of the note-taking methods. Both speeches were lectures in the CSJ. Five subjects took notes for Speech A using the system and for Speech B using the text editor with a keyboard. The other subjects took notes for Speech B using the system and for Speech A using the text editor.

One week after finishing the note-taking work, all the subjects answered questions on the content of the speeches (five questions per speech). Of course, the subjects were allowed to listen to the recorded speech when they answered the questions. When they referred to the notes taken in the text editor, the subjects listened to the speech using an IC recorder. We measured the time until a subject answered all the questions perfectly for a speech.

The ASR performance for both speeches was about 80%. All the subjects received an explanation of how to take a note using the system and to refer to notes from the system. In addition, they practiced using the system.
C. Evaluation results

TABLE I shows the time required to answer all the questions for each subject, and TABLE II shows the average time for each speech. As shown in TABLE II, the average answering time for five subjects using the text editor for Speech A was shorter than that for subjects using the system. However, three subjects using the system answered faster than those using the text editor. On the other hand, the average answering time using the system for Speech B was shorter than that using the text editor.

To summarize TABLEs I and II, seven subjects using the support system finished answering faster than those using the text editor, whereas the other three did not. Because subject #1 fortuitously made perfect notes using the text editor, he could submit perfect answers very quickly. On the other hand, subjects #3 and #6 were not accustomed to the system operation, and therefore, they could not finish answering the questions quickly. Thus, we expect that if users become accustomed to system operation, then they should be able to take notes faster using the system.

TABLE III shows the questionnaire results related to the support system. All the subjects answered the questionnaire, which evaluated the following three items: (1) ease of handling, (2) user friendliness, and (3) influence of ASR errors. Each item was evaluated on five-level scale (1-5) in which bigger numbers indicate more positive evaluations.

In addition, we asked the subjects which note-taking method made their note-taking operation comfortable. The results are shown in TABLE IV. Most of the subjects chose the support system for both taking a note and referring to the note.

These results suggest that the note-taking support system developed by us may be useful for note-taking operation.

### Table I

<table>
<thead>
<tr>
<th>Subjects No.</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>16'42&quot;</td>
<td>6'46&quot;</td>
<td>18'50&quot;</td>
<td>9'43&quot;</td>
<td>11'11&quot;</td>
<td>9'50&quot;</td>
<td>8'55&quot;</td>
<td>10'10&quot;</td>
<td>9'51&quot;</td>
<td>8'28&quot;</td>
</tr>
<tr>
<td>Text-editor</td>
<td>4'56&quot;</td>
<td>13'10&quot;</td>
<td>13'45&quot;</td>
<td>10'55&quot;</td>
<td>13'20&quot;</td>
<td>6'40&quot;</td>
<td>13'16&quot;</td>
<td>17'59&quot;</td>
<td>10'28&quot;</td>
<td>8'55&quot;</td>
</tr>
</tbody>
</table>

### Table II

**Average times required to answer questions for each speech.**

<table>
<thead>
<tr>
<th>Speech type</th>
<th>Speech A</th>
<th>Speech B</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>12'38&quot; (3)</td>
<td>9'26&quot; (4)</td>
</tr>
<tr>
<td>Text-editor</td>
<td>11'27&quot; (2)</td>
<td>11'13&quot;(1)</td>
</tr>
</tbody>
</table>

### Table III

**Questionnaire results for the system (averages for all subjects).**

<table>
<thead>
<tr>
<th>Items</th>
<th>note-taking</th>
<th>reference work</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) handling</td>
<td>3.6</td>
<td>4.1</td>
</tr>
<tr>
<td>(2) user-friendliness</td>
<td>3.8</td>
<td>4.1</td>
</tr>
<tr>
<td>(3) ASR errors</td>
<td>3.9</td>
<td></td>
</tr>
</tbody>
</table>

### Table IV

**Subjects’ preferences for two note-taking methods.**

<table>
<thead>
<tr>
<th></th>
<th>system</th>
<th>text editor</th>
<th>neither</th>
</tr>
</thead>
<tbody>
<tr>
<td>taking note</td>
<td>8</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>reference</td>
<td>8</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

IV. Conclusion

This paper proposed a note-taking support system with a speech interface. The speech interface always captures a speech and performs ASR. The words of the speech, which are filtered using rules set by a system user, are automatically displayed on the system’s GUI. The user can take a note simply by touching and tracing the words. In addition, the user can also write other words or figures using a keyboard or a touch pen. These interfaces made the system users’ note-taking work comfortable. Furthermore, users could play the recorded speech beginning at user-specified words when they referred to a note using the system. In an experiment, most of the subjects gave our system a good evaluation. Therefore, the developed system may be useful for note-taking work.

In the future, we are going to improve the word search module, which can search for user-specified words in a recorded speech, like spoken term detection technology. We also plan to develop a system that works on tablet-type computers or smart-phone devices to enhance system portability.
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